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We examine in detail a model for transport in heterogeneous solids and porous media which contain N
distinct families of transport paths (with N =2), recently proposed by the authors [Phys. Rev. Lett. 70,
2581 (1993)]. The model is relevant to transport in metals, polycrystals, porous catalysts, coalbed
methane reservoirs, and geological systems with fractures and pores. We develop a number of exact re-
sults for the one-dimensional case and, more generally, study the behavior of its effective transport prop-
erties using an effective-medium approximation, which yields several exact results in one spatial dimen-

sion.
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I. INTRODUCTION

Transport in heterogeneous media is relevant to many
phenomena in physics and engineering, and has been long
studied [1]. A wide variety of concepts and techniques
have been developed and applied, yielding considerable
insight into, and information about, transport in disor-
dered media. However, to date, most studies have been
restricted to heterogeneous media in which the disorder
is associated with a single family of transport paths,
characterized by a single transport coefficient. For exam-
ple, isotropic porous media are characterized by a single
porosity, and permeability or electrical conductivity, and
the transport process is described by a single transport
equation.

In a great many cases, this simple description is totally
inadequate [1,2], and transport cannot be described by a
single classical transport equation. There are several sys-
tems of scientific and industrial importance in which
transport takes place through two or more distinct fami-
lies of transport paths. For example, most natural rock
masses consist of interconnected and intertwined net-
works of fractures and pores [1-3], which implies two dis-
tinct porosities, one of which is contributed by the frac-
tures (normally about 0.01-0.06), while the other one is
contributed by the pores (usually about 0.1-0.15). In
some cases, e.g., carbonate rocks, one needs three degrees
of porosity for characterizing rock [4]. Although most of
the porosity is contributed by the pores, the fractures
provide the most effective transport paths. Moreover,
transport along the pores and fractures are very different.
For example, if the fracture network is sample spanning,
it may be thought of as the backbone of the system in
which transport occurs, while the porous matrix may act
as a capacitor which is charged by exchange with adja-
cent fractures. We shall discuss this further in Sec. VII
where we derive some exact results for a one-dimensional
system. A second example is provided by porous catalyst
particles which usually contain very large pores ( macro-
pores ) and very small pores ( micropores ) [5]. The ex-
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istence of two distinct types of pores gives rise to consid-
erable complications in modeling transport in porous cat-
alysts. For example, transport in the micropores is hin-
dered (restricted) in comparison with that in the macro-
pores [6] because the size of the transporting molecules is
often comparable with the size of the micropores. More-
over, while it is easy for the molecules to enter the macro-
pores from the micropores, the reverse is not true, imply-
ing that the rates of exchange between the two types of
pores are not equal.

Metals and polycrystals provide another example to
which our study is directly relevant. In these materials,
transport often proceeds simultaneously through fwo dis-
tinct families of paths, the bulk and the grain boundaries,
dislocations and internal cracks [7]. Finally, coalbed
methane reservoirs provide another important example of
a system with distinct families of transport paths. Such
reservoirs are made of large fractures and very small
pores. It is widely accepted that production of methane
gas, originally adsorbed on the coalbed matrix, occurs by
desorption from the matrix and its subsequent diffusion
towards fractures. However, the pores are so small that
they do not allow the influx of water from the fractures,
and their sizes are also comparable to the size of the
methane molecules. Thus molecular transport in the
fractures of coalbed methane reservoirs is very different
from that in the pores.

In general, if there are N distinct families of transport
paths, the system should be modeled by N coupled trans-
port equations, with the coupling needed to account for
the exchange between the various transport paths. As we
shall show below, aside from its practical importance, the
rigorous investigation of the properties of such transport
processes for dimensions d =2 is a difficult problem of
considerable mathematical interest. Recently, we
presented [8] a theory of transport in disordered systems
to account for multiple transport paths. In the degen-
erate case of zero disorder, our model is equivalent to a
random-walk process with N internal states [9,10], while
in the degenerate case of a single transport path it
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reduces to the randomized master equation [11-13].

In this paper we describe the model in detail in Sec. II.
We address the problem of matching the ensemble-
averaged system (averaged over the spatial disorder) to a
uniform system with time correlations or memory effects

in Sec. III. If such a uniform system is determined, the

macroscopically observable transport properties are easi-
ly extracted; this is discussed in Sec. IV. The required
matching may be achieved approximately using an
effective-medium approximation (EMA), which is dis-
cussed in Sec. V, leading to predictions of macroscopic
transport properties whose determination is described in
Sec. VI. Exact analysis in one dimension, presented in
Sec. VII, confirms some of the predictions of the EMA.
Section VIII contains some discussion and predictions
based on scaling arguments.

II. MODEL

We consider the following evolution equation, which is
the natural generalization of the familiar master equation
on a d-dimensional lattice to accommodate the existence
of N distinct transport paths:

oP;(z)
ot

zz[WUPJ(I)_W],P,(t)]"‘E,P,(I) . (1)

i
Here P;(t) is a column vector, the dimension of which
corresponds to the number of distinct transport paths.
The sth component of P;(¢) gives the probability that at
time ¢, a randomly moving particle will be found in path s
at lattice site i. The transition matrix W;; governs the
rate at which the bond joining sites i and j is crossed.
The ss’ component of this matrix gives the rate at which
particles in path s’ at site j move to path s at site i. The
exchange matrix E; gives the rate of transition between
transport paths at site .

To ensure that probabilities are conserved, we require
that

—a~(1,1,...,1)2P,-(t)=0. (2)
ot :

It is easy to verify directly from Eq. (1) that this is
guaranteed if we insist that

(1,1,...,1)E;=0. 3)

If the underlying lattice is translationally invariant, if the
transition matrix W;; is a function only of the relative po-
sition of sites i and j, and if the exchange matrix E, is in-
dependent of position, Eq. (1) is easily solved by Fourier
analysis. To illustrate the more general situation, consid-
er a one-dimensional system with two paths for which
transitions between sites are restricted to nearest-
neighbor sites, so that for j =i+1,

a; O

w 0 By

i » B;= )

K TV

—Hi Y ‘
1

In this case, Eq. (1) is equivalent to two scalar equations
which are spatially discretized versions of the usual equa-
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tions of continuum double diffusion in one space dimen-
sion.

As our model of a disordered medium with N distinct
families of transport paths, we make the following as-
sumptions.

(a) All lattice sites are topologically equivalent. The set
of nearest neighbors of site i will be denoted by {i}, so
that j € {i} means that site j is a nearest neighbor of site
i. The coordination number of the lattice (the number of
nearest neighbors for each site) will be denoted by z.

(b) The transition matrix W,; is nonzero only when the
sites i and j are nearest neighbors.

(c) The transition matrices are symmetric: W;; =W ;.

(d) The transition matrices W,; are independent, identi-
cally distributed random variables.

(e) The exchange matrices E; are independent, identi-
cally distributed random variables.

(f) The W,; and E; matrices are mutually independent.

It is not assumed that for a given matrix W;; or E; the
individual components are independent. Assumptions
(d)—(f) may be relaxed, but are imposed here for simplici-
ty.

The explicit solution of Eq. (1) for a given realization of
the disorder is unlikely to be available (except in one di-
mension) and indeed is not of particular interest. We re-
quire a statistical characterization of the large-scale
effective transport properties of the system. In one di-
mension, some exact results can be derived (see Sec. VII),
but apart from this case (and perhaps for the Bethe lat-
tice and similar structures [14]), exact solution of this
problem is unlikely. We develop in Sec. III an exact but
implicit formalism for matching the random system to a
uniform system with an effective transition matrix which
is the same for all bonds and an effective exchange matrix
which is the same for all sites. A discussion of the physi-
cal interpretation and history of the exact formalism and
the EMA in the case of a single family of transport paths
has been given previously [13]. Before embarking on an
analysis of the problem, we summarize here some nota-
tional conventions.

(a) If f(¢) is a scalar-valued, vector-valued, or matrix-
valued function of the time ¢, its Laplace transform is

FO=L{f(e): t_>x}=f0°°f(r)e—“dt. (5)

(b) For brevity, the explicit dependence on the Laplace
transform variable A will often be suppressed.

(c) The zero and identity matrices are denoted by 0 and
I, respectively.

(d) The diagonal matrix with diagonal elements (in or-
der) py,p;, - . ., py is denoted by diag{p,,p,, .. .,py} or,
more briefly, by diag{p, }.

III. GENERAL FORMALISM

We attempt to match the random system to an
“equivalent” uniform system. The matching procedure is
performed in the Laplace transform domain. As
W,; =W, the original equation (1) becomes
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a

> W,lP;

JE{i}

AP, —P,(0)= —P,1+EP, . (6)

This equation is to be matched to the equation

API—P,(0)= 3 W[P)—P{]+EP! . )
jEfi}
Here a superscript zero is used to distinguish the proba-
bility in the original system from that in the uniform sys-
tem and to flag the two matrices which characterize the
uniform system. However, we insist that both systems
have the same initial condition, hence the presence of the
same term P;(0) on the left-hand side of Egs. (6) and (7).
The effective transition matrix W°=W%A) and the
effective exchange matrix E°>=E%() are functions of the
Laplace transform variable A. Hence, in the time
domain, the random system is actually being matched to
a generalized master equation with N families of transport
paths:

Dpon=[' 5 W= B~
ot =
J
+ [Be—PUar (8)
0
where
W(t)=L "' {WoA);A—>1} )
and
E(1)=L " Y{E%A);A—1) (10)

are memory kernels. We know from earlier analyses of
the problem with a single family of transport paths [13]
that when transport is confined to a fractal subset of the
lattice (e.g., a percolation cluster at length scales smaller
than the correlation length of percolation), the memory
kernel can be slowly decaying, leading to subdiffusive
motion, in which the mean-square displacement of a
diffusing particle on a periodic lattice grows more slowly
than linearly with time.

The initial condition can be removed by subtracting
Egs. (6) and (7), and after a little rearrangement we obtain

I+ AP, —PAM]— 3 [B,M)—Pon)]
JE{i}
2 AU P,.(A)]Jrr,.P,.(x), (11)
JjE i
where
A=(W°) " '(AI—-E"), (12)
A;=(WO"'W, -1, (13)
r,=(wW° YE,—E° . (14)

The matrix Green’s function G;;( A) for the difference
operator on the left-hand side of Eq. (11) satisfies

J€li}

Equation (11) has the formal solution

P—PAM=3 3 G ( AAL[P,(M)—B(1)]
T KEL)

-3 G, (AT;P;0), (16)
j

which is exact, but only determines ﬁ(}») implicitly.
However, it expresses the fluctuations in the solution of
the random system from the solution of the uniform one
as a sum over the fluctuations in the transition matrices
W,; (via A, ) and the exchange matrices E; (via I';), and
is a convenient starting point for the construction of
EMA’s.

IV. THE UNIFORM SYSTEM

We defer for the moment the discussion of the im-
plementation of the EMA to assemble some properties of
the uniform system described by Eq. (7). These proper-
ties are needed to translate the EMA predictions of
WY%A) and E%)) into observable quantities and will also
prepare us for some subtleties which arise in the exact
analysis in one space dimension (see Sec. VII). Our atten-
tion here focuses on periodic lattices. It is possible to
adapt the analysis to treelike pseudolattices [14], but we
shall not do this here.

A. Matrix Green’s function for periodic lattices

For d-dimensional periodic lattices, the site index i is
replaced by a vector r with integer components. The lat-
tice Green’s function can be constructed by discrete
Fourier analysis and we find in particular that the lattice
Green’s function at the origin is Gy A)= —g( A), where

B A= Tzl A+ A%
(17)
and
Ak)=z"! 3 explik-T). (18)
re€ {0}
We introduce a matrix Q to diagonalize A, so that
Q' AQ=diag{a,} . (19)

One example of Q is given below in Sec. VIB. Then [15]

=Qdiag{g(a,)}Q !, (20)

where

d%
g @) 27Tdf f—ﬂz[l‘“ (k)]+a 1)

is the value at the origin of the (scalar) lattice Green’s
function discussed in the Appendix. In particular, in one
dimension we have

gla)=[a(4+a)] /2. (22)
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B. Mean-square displacement

The Laplace transform (IA{Z( A)) of the column vector
mean-square displacement

(RA1))=T |r|*P(1) (23)

is —ViP(k,A)|—o, where
P(k,A)=T exp(ik-r)P(A) . (24)

For the initial condition
P.(0)=du , (25)

taking the discrete Fourier transform of Eq. (7) we
deduce that

P(k,A)=F(k,A) 'u, (26)
where
F(k,A)=AI+z[1—A(k)]WYA)—E%A) 27

and A(k) is defined by Eq. (18). We differentiate the
equation

F(k,A)F(k,A) " '=1 (28)

with respect to the components of k, let k—0, and note
that —VZA(k)|,—o=1 if all bonds have unit length (as is
assumed here), to deduce that

(RX(1)) =z [AI—E%\)] "W [AI—E%A)] lu . (29)

The dominant large-t behavior of (R%(¢)) can be de-
duced via Tauberian theorems [16] from the dominant
small-A behavior of (R*1)), although the latter has to
be calculated carefully since E%(0) is a singular matrix.

C. Propagator from the origin

In analyzing site occupancy probabilities it is con-
venient to introduce the propagator matrix M(t), defined
by

P (1)=M,(t)u, (30)
so that
A~ 1 T T _
M_(A)= krE(k,A) " 1d% . 31
(M= RN I S (31)

After a little algebra, one may show that the Laplace
transform of the propagator from the origin is given by

My(A)=g(A)AAI—E%) " '=g(A)W°)"!, (32

where as before A=(W°) " I(AI—E°), so that A is a
function of A.

V. EFFECTIVE-MEDIUM APPROXIMATION

In essence, an EMA is constructed by selecting uni-
form system characteristics (W° and E°) so that the
effects of the fluctuations vanish on the average. This
prescription can in practice only be approximately
satisfied. The extent to which it is satisfied is controlled
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by the numbers of bonds and sites from which the fluc-
tuation condition is constructed. We confine our atten-
tion to two cases, conveniently described as transition dis-
order and exchange disorder. The general case in which
both transition and exchange disorder are present is
much more difficult and is not treated here.

A. Transition disorder

This type of disorder corresponds to, e.g., randomness
in the shapes and sizes of the microscopic elements of the
transport paths. For example, in rock masses the pores
are usually characterized by a pore size distribution, and
the fractures by a distribution of their hydraulic conduc-
tances or apertures. For laminar flow, the flow rate g in a
pore is proportional to the fourth power of its effective
radius, whereas for a fracture g is proportional to the nth
power of its aperture, where n can vary anywhere from 3
to 6 [1]. That is why flow in the fracture network is very
different from that in the porous matrix. Thus we assume
that the exchange matrices are the same for each site (so
I';=0) and we write E;=E’. We construct the single-
bond EMA by allowing only one bond to have a transi-
tion matrix which differs from W°. If this bond joins sites
0 and 1, Eq. (16) reduces to

B,(M)—PAN) =Gl A)Ay[Po(1)—P,(1)]
+G( AAL[P(M—PM)] . (33)
If we note that Gy;( A)=Go( A) and let
Gyl A)=G(A)=—g(A) (34)
we may deduce from Eq. (33) an explicit expression for
the variation in P;(A) across the 0-1 bond:

—1
p,—P,= I+—§-[I—Ag(A)]A01 B—B9) . (3%

To derive Eq. (35), we note from symmetry that Eq. (15)
reduces for i =k =0 to

The single-bond EMA is constructed by requiring that
(P(M)—P, (1)) =B —Pon) 37

where the angular brackets denote the average over the
disorder in the transition matrices, and we arrive at the
self-consistency condition [17]

({I+(2/2)[I— Ag(A)]A} D=1, (38)

where g( A) is given by Eq. (34) and we have for brevity
dropped the bond index 01 from A;.

A more general formalism for constructing higher-
order EMA’s may be constructed by generalizing previ-
ous analyses for problems with a single family of trans-
port paths [13,18]. A marriage of EMA and renormaliza-
tion ideas is also possible [19], which improves consider-
ably the performance of EMA.

Consider for a moment only weak disorder, so that the
random variable A is regarded as ‘“‘small.” Expanding
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the inverse matrix in Eq. (38) as a power series we
find that for self-consistency it suffices that
([I— Ag( A)]A)=0. Assuming that I— Ag( A) is non-
singular, we recover the requirement that { A ) =0, which
reduces to WO~ (W ). We shall see from an exact result
in Sec. VII that this approximation, though valid in the
limit of weak disorder, is poor in general.

B. Exchange disorder

This type of disorder corresponds to an asymmetry in
the exchange rates. For example, the rate of molecular
transport from the micropores to the macropores of a
porous catalyst is not the same as that from the macro-
pores to the micropores, because molecular sizes are
often comparable to those of the micropores. Since the
effective sizes of the pores are often distributed quantities,
the rate of exchange between the macropores and micro-
pores varies in space. The same is true about the frac-
tures and pores of coalbed methane reservoirs. In this
case we assume that the transition matrices are the same
for each site (so A;;=0) and we write W;=W° We
make the single-site EMA by allowing only one site (site
0, say) to have an exchange matrix which differs from E°
which reduces Eq. (16) to

P, (M) — PN =—G,( AT Py(A) . (39)
For i =0 we deduce that

Py(A)={I—g( A)To} "By(A) . (40)
This gives the self-consistency condition

({I—g(A} =1, 1)

where the averaging is over the disorder in the exchange
matrices and we have for brevity dropped the site index O
from I'j. A weak disorder (small I'') calculation can also
be made, imitating the analysis for transition disorder,
and we recover as the crudest approximation
E°(A)=~(E).

VI. EFFECTIVE-MEDIUM PREDICTIONS

Having assembled the general effective-medium for-
malism, we now examine some representative predictions
of the approximation.

A. Systems without exchange matrices

Consider the case in which there is no exchange matrix
(i.e., E;=0), but allow the transition matrices W, to
have off-diagonal terms. Then A=A(W°) ! —0as A—0
and indeed Ag( A)—0. [As discussed in the Appendix,
g( A) has a finite limit as A—0 if d >3 and a modest
divergence in lower dimensions.] Thus Eq. (38) reduces
to a simple equation for the A—0 limiting form of the
effective transition rate matrix:

({(1=2/2)1+(2/2)W%0)"'W} 1) =TI, (42)

with the average taken over the distribution of the ran-
dom variable W. In space dimension d =2, we have N 2
simultaneous nonlinear equations to solve for the N? ele-

ments of the matrix W°(0). However, if d =1 (so that
z =2), the equations greatly simplify and we find the pre-
diction that

wo0)=(WI)~1 43)

This should be compared with the prediction of naive
perturbation analysis (Sec. V A) that WO(A)= (W) for all
A.

From Eq. (32), the propagator from the origin is given
by

(Mp(A)) =g[AWO)~1(WO)~ 1, (44)
If we introduce a matrix V to diagonalize (W)™, so that

(WO 1=Vdiag{ew2}V!, (45)
we see that

(My(A)) =V diag{a?g(Aw?)}V ! . (46)

In one dimension, we have W°(0) predicted explicitly by
Eq. (43), while g(a)~1/(2a'"?) as a —0, so that we pre-
dict that

~ 1 . _
(Mo(k)>=Wleag{a),,}V T, (47)

We shall see in Sec. VII that this result is exact.

B. Two-path systems with diagonal exchange matrices

We report some results for a periodic lattice of arbi-
trary dimension d, with two families of transport paths
and diagonal exchange matrices, so that we have

u O u® 0
- 0 v |’ 0 vO ’ (48)
0 0
N o— | H Y
E= u —y |’ E’= ‘uO __,VO ’ (49)
e ) —uTl
A= —v 7l v A+Y) | (50
For brevity, we write
0 0
k=L 42X o=E- X (51)
u v u v

The eigenvalues of A are the solutions a; and a, of the
equation

A+u® A0 S R
P e

and so as A—0 we have

al——>0, az—>K0 . (53)

Corresponding eigenvectors for A=0 are (;(())) and (;'éo),

and so the diagonalizing matrices are
W o—v

0
_]=
#O uO ’ Q

0 UO
0 VO . (54)

u

—p

1
PORNC

Q=
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Although g( A)=Qdiag{g(a,)}Q ], it is not convenient
to calculate g( A) this way, since g (a,) diverges as A—0
for d =1 and 2. However, we note for later reference
that as Ag(A)=g(A)A=Qdiag{a,g(a,)}Q !, and
ag (a)—0 as A—0, in the limit A—0 we obtain

0 0,0 _,0,0
Ag( A) g( A)A 2900 —,LLOuO 400 (55)
Similarly in the limit A—0,
0,0 0, 0
g(A) _—“—g(KO)KOu 050 | —p%u® %0 (56)

C. Two-path systems with exchange disorder only

Consider first exchange disorder only, so that W=W?°
and we may therefore take u°=u and v°=v as known
constants. The analysis is simplified by noting that since

r=(w% YE—E%= AAI—E°)"YE—E%, (57
Eq. (41) is equivalent to the assertion that
({I— diag{a,g(a,)}Q YAI—E°)"(E—E®Q} !)=I.

(58)
Although (AI—E°) ! diverges as A—0,
_ 1 —ptp’ v—°
(AI—-E°)"(E—E%)=———
pO+v0+a | —p®  —vHs°
(59)

has a finite small-A limit. After some algebra, the matrix
self-consistency condition (58) reduces to four scalar

equations:
R U7y 720 A WD U PR el 20 A O
DO 40 = “1‘;6 —vb— =1 (60)
and
0 0
p—p\_[v—v\_
< D% >—< D%?° >_0 ’ 61)

with D°=1+g (k°)(k—«°). Although it may appear that
the problem is overdetermined, since

({1+g(k®)k—K®)} /D) =1, (62)

it is easy to prove that if the pair of conditions (61) hold,
then (1/D°)=1 and the conditions (60) are also
satisfied. It follows that

0— —*u
# < 1+g(KO)(K—KO)) (63)

and

0__ v
(-, 64
v < 1+g(K°)(K—K°)> (64

where «° is determined from the equation

1
_— :1 .
< 1+g(K0)(K—K0)> 65

Although we have not exhibited it explicitly here, we em-
phasize that the last three equations apply only in the
limit A—O0. The general case of positive A is somewhat
more complicated.

To illustrate the predictions of the EMA, consider the
case of binary disorder, where (u,v) takes the values
(u*,v*) and (0,0) with probabilities p and 1—p, respec-
tively, and for brevity write k* =u*/u®++v* /v°. Equa-
tion (65) becomes

(1—p)=(1—«°/k*)[1—g (k" )K°] . (66)

In one dimension, this leads to a quadratic equation for
«°, but in higher dimensions the scalar lattice Green’s
function g is not an elementary function and the equation
has to be solved numerically. To illustrate the depen-
dence of the problem on the lattice dimension, we consid-
er the “dilute limit”, p —0, in which u° and +° (and so «°)
should vanish. The asymptotic form of «° as p—0 de-
pends on the lattice dimension d. As discussed in the Ap-
pendix, for d >3, g(0)=z"(1—R)"!< «, with R the
return probability for Pélya’s random walk on the lattice,
and so we predict that

K~[1+g (0)x*]"'k*p , (67

from which it follows that within the EMA,
ul(0)~pu*/[1+k*g(0)] and +v*0)~pv*/[1+k*g(0)].
It is interesting to note that even in the limit of arbitrari-
ly small p, the naive perturbation prediction that «°=(«x)
(i.e., K°=pk*) is not recovered.

For d =2, where Pdlya walkers are certain to return to
the starting site, g (a)— « as a —0 and the leading-order
small-p form of ° is predicted by the EMA to become in-
dependent of k*. For d =2,g (a)~(47) !¢ In(1/a), with
c a lattice-dependent constant (see the Appendix), and we
predict that

k°~[4mp]/[cIn(1/p)], (68)
while for d =1,g (a)~(4a)~ /% and we predict that
kO~4p? . (69)

Here again the perturbation prediction that «°= (k) is
not recovered. The more general case in which (u,v)
takes the values (u,v;) and (u,,v,) with probabilities p
and 1—p, respectively, where v, <<y, and v, <<v,, is of
practical interest since it may correspond to, e.g., trans-
port in a porous catalyst with micropores and macro-
pores, or coalbed methane reservoirs with tight pores and
large fractures. As discussed above, transport in the mi-
cropores is hindered and slow and, moreover, while it is
easy for the molecules to enter the macropores from the
micropores, the reverse is not true and, therefore, the
rates of exchange between the two types of pores are not
in general equal. The EMA developed here should be
particularly accurate for such problems, since the system
is not critical and does not have a fractal structure.

D. Two-path systems with transition disorder only

The case of transition disorder only with two families of
transport paths appears more subtle. If we attempt to
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write u°=p=const, we find that the self-consistency con-
dition (38) reduces in the A=0 limit to three independent
scalar equations for the fwo unknown functions #°(0) and
v%0), which in general admit no solution. This suggests
that for transition disorder, the uniform system which
represents themacroscopic transport properties of the
disordered system must either possess off-diagonal terms
in the matrix W%A) or have an exchange matrix E%X)
which differs from the exchange matrix for each realiza-
tion of the system. In other words, matching a disor-
dered system with several distinct families of transport
paths to a uniform system induces not only memory, but
also additional couplings absent from the original system.
This explains why simply coupled diffusion equations are
found to be poor models for transport in fractured porous
rock [1-4].

VII. EXACT RESULTS IN ONE DIMENSION

Even the d =1 limit of our problem with N =2 is non-
trivial and far more complex than the N =1 case [11].
For example, whereas percolationlike disorder divides a
linear chain into finite segments and prohibits macro-
scopic transport, in our problem one can have global
transport even if m (m < N) paths have been disrupted by
percolation disorder. The N =2 limit of our problem is
particularly important and interesting since it can be re-
lated to some well-known models that have been used in
the petroleum industry for treating transport and hydro-
dynamic dispersion in heterogeneous rocks. For exam-
ple, Coats and Smith [20] developed a one-dimensional
semiempirical model of dispersion (for a review see
Sahimi [1]) in a porous medium containing flowing and
stagnant regions. In their model, it is assumed that a
fraction ¢, of the pore volume is available for flow, while
1—¢, is the stagnant fraction. The concentration of the
solute in flowing and stagnant regions C, and C; are
governed by

8¢ +vacf =D ¢, +k (C.—C,) (70)
at dx L 9x2 ctts TS

aC,

~-=k(C,=C)), (71)

where v is the average flow velocity, D; the dispersion
(effective diffusion) coefficient, and k. the mass transfer
coefficient between the flowing and stagnant regions. A
comparison of Egs. (70) and (71) with (1) indicates that
the two models are closely related, if C; and C; are inter-
preted as the solute concentration in the fractures and
pores, respectively, and if we assume that transport in the
pores is negligible. In fact, using this interpretation, Egs.
(70) and (71) have been used for modeling transport in
reservoir rocks with fractures and pores (for a review see
Sahimi [1]). Of course, in our model we have ignored the
effect of a flow field, but this can be easily incorporated
into our model. However, while the Coats-Smith model
is one dimensional and purely phenomenological (no dis-
order is allowed in the model), and does not provide any
insight into how the morphologies of the fracture and
pore networks control the overall transport process, our

model offers higher-dimensional systems and inclusion of
heterogeneities, and can be used for investigating the
effect of such factors.

For a one-dimensional lattice, the site index i is an in-
teger and the only nonzero transition matrices are
W;;+1=W,; 4. We remind the reader that for brevity,
we suppress the argument A of Laplace transformed func-
tions where no confusion will arise. As W;=W ;, Eq. (1)
becomes, ford =1,

}"ﬁi—Pi(o)zwi,i—Fl(ﬁi—&—l—ﬁi)
+Wi,i—1(isi—1_§i)+Eiisi . (72)

To accommodate an arbitrary partitioning between paths
at the starting site, we write P;(0)=3, qu and, by analogy
with Sec. IVC, we introduce the propagator matrix
M;(¢) defined by P;(1)=M;(¢)u. Equation (72) becomes
an equation for Laplace transform M;(A) of the propaga-
tor matrix:

AM; =8, I=W,, ,,(M;;,—M,)
+wi,i—l(ﬂi—l—ﬁi)+Eiﬁi . (73)

Consider first the case of sites to the right of the origin
(i >0). We introduce random matrices

N(MD)=W,,  [M,0)—M, (MM, (74)
which reduce Eq. (73) to the recurrence relation

N, =(N;+AI—E,)(N, +AI+W,, ,—E;,)"'W,

Li—1 -
(75)

Iterating this relation gives a matrix generalization of a
random continued fraction. Since the random matrices
on the right-hand side of Eq. (75) are determined from
the iteration in terms of the transition rate and exchange
matrices to the right of site i —1, we are able to deduce
that, where N, W, and E denote generic independent ran-
dom variables corresponding to N;, W, ., and E, for ar-
bitrary lattice sites, N has the same distribution as

(N+AI—E)N+AI+W—E) W .

A similar analysis may be made for i <0, and we easily
show from Eq. (73) in the case i =0 that

My(A)=(AI+N,+N_—E)"!, (76)

where N_ and N, are independent, each having the dis-
tribution of N, and arising, respectively, from the envi-
ronment on the left and right of the origin.

A. The uniform d =1 case

Before examining the case in which transition matrices
W or exchange matrices E are random, let us consider
briefly the case in which both of these matrices are uni-
form, taking the values W° and E°. This provides some
insight into the algebraic structure of the problem. From
the preceding considerations, the (uniform) N matrix
satisfies the equation
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N=(N+AI—E®)(N+AI+W°—E%) ~'w?° (77)
=W—W(N+AI+W°—E°%) " Iw° (78)

It is perhaps not immediately apparent to the reader how
one may solve such a nonlinear matrix equation and
indeed, even in the case of two paths, in any direct attack
the algebra becomes complex. Fortunately, from Eq. (32)
in Sec. IV we have an explicit solution for the propagator
at the origin. Comparing this with Eq. (76), we find that

N=L1{E°—AI+W%(A)" !}, (79)

where A=(W%)  YAI—E°). To verify that this explicit
formula is consistent with Eq. (77), we need only substi-
tute the solution (79) into Eq. (77), eliminate
(WO~ HAI—E®) in favor of A, diagonalize the system
using the Q matrix, and recall the explicit formula (22)
for g (a) in one dimension. We now see in particular that
for the uniform system with two paths, borrowing the no-
tation of Eqs. (48) and (49),
10—
S Y
with k°=p°/u°+1°/v° The A—0 limit of the N matrix
thus has the same symmetry properties as the exchange
matrix E°.

— 0 0
limN=1—<gU)

, 80
A—0 2Kog (KO) (80)

B. The disordered d =1 case

Where angular brackets denote the average over all
realizations of the random environment, as our probe of
the behavior of the system we examine in the Laplace
transform domain the ensemble-averaged matrix propa-
gator at the origin,

(My(A))=((AI+N,_+N_—E)" 1) . (81)

We seek the dominant behavior in the limit A—O0 (corre-
sponding to t— o). In the absence of disorder, as in
normal diffusion, M(¢) decays as ¢ ~1/2, corresponding to
ﬁO(K) diverging as A 7172, For sufficiently modest disor-
der in the environment, {My(A)) should diverge in the
same manner. This suggests that ((AI+N,
+N_—E)"!) should become a singular matrix as A—0,
with its determinant vanishing as A!/2.

Since N and (N+AI—E)(N+AI+W—E)"'W have
the same distribution, averaging over environments gives
the following two equivalent conditions:

(N)=((N+AI—E)N+AI+W—E)" W) | (82)
((N+AI—E)XN+AI+W—E) {N+AI—E))
=M—(E). (83)

We now pursue the implications of the preceding exact
results in some special cases.

C. Systems without exchange matrices ind =1

As in Sec. VI, we consider the special case in which the
exchange matrices are zero, but we allow the transition
matrices to have nonzero off-diagonal terms, so that
changes of path are forbidden without changes of site,

but may occur with changes of site. From Eq. (83),
((N+AD(N+AI+W) (N-+AI))=AI, (84)

with the averages over N and W able to be taken in-
dependently. This is consistent with the hypothesis that
N vanishes with probability 1 as A—0 and so we find that
to leading order in A,

(NwN)~AI, (85)

where we have written w=(W ™ !) and the average in
Eq. (85) is now taken only over the distribution of N. It
is now seen that N is O(A17?) and we write N~A!"?n,
where {nwn ) =1. Equation (81) thus gives

(My(A)) ~27 1A 172(n" 1) . (86)

In the single-path problem [11] the scalar analog of n is a
constant rather than a genuine random variable (a mani-
festation of a limiting law of probability) and this should
also occur here. The determination of n thus becomes a
simple algebraic problem. In the special case in which
w is diagonalizable, so that we may write w
=Vdiag{oz}V™!, it is easy to verify that
n=Vdiag{1/w,} V! is a solution of nwn=1I and it fol-
lows that

-~ 1 1y 1 . —
(Mo(k))~m(n 1)——Wleag{wn}V L

(87)

Comparing this with Eq. (47), we see that the EMA of
Sec. V returns an exact result in this case. If any com-
ponent of { W™ !) is infinite the analysis must be modified
and “nonuniversal” behavior characterized by different
critical exponents ensues, a scenario not considered here.

D. A two-path system ind =1

We turn now to the mathematically more difficult case
in which exchange matrices are present. To simplify the
discussion, we restrict our attention to the two-path
problem (N =2), with two additional assumptions.

(a) (u,v)=w(u*,v*), where o is a non-negative random
variable and u* and v* are constants. If the random vari-
able o takes the value 1 with probability p and the value
0 with probability 1—p, we have binary exchange disor-
der, with exchange taking place at a random fraction p of
the lattice sites.

(b) W= diag{u,v}, where for the moment we allow u
and v to be random variables.

Preliminary analysis of the uniform case above sug-
gests for the A—0 limit the ansatz
H* — ,V*

* *

N~x —p N

(88)

This is consistent provided that the random variable y
has the same distribution as

oty
1+ (u*/u +v* /o) o+y)

with w and Y independent. Taking reciprocals, this re-
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quires that

* *
()= )+ {5+ ®
X Xto u v
and so we have the exact result that
e\ f£+v_*>
<X(X+a))> <u v [ (50)

For the binary disorder case (w=1 or 0 with probability
p and 1—p, respectively), we obtain

U\ /et £>
p<x(x+1)> <u YA oD
In the limit of small p, we have
* *
<i>~l<1“—+"—> : 92)
X p\u v

If u and v are constants, the natural scaling of y is exactly
that predicted by the EMA. To see this, consider the
behavior of N for a uniform system given by Eq. (80).
For binary exchange disorder, we have from Egs. (63) and
(64) that

TR P (93)
u* vt 1+g (kO k* —«°)

and the EMA predicts that

‘LL* _,V*
* *

. — .0
IimN=y —p* v

A—0

> (94)
J
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where
o p[1—k% (k%]
2% (kKO [ 1+g (KO)(k*—k°)]

For one dimension, g (a)~1/(2Va) as a —0 and we pre-
dicted that «<°~4p2. Consequently, as p—0, we have

¥°~2p /k* (96)

with k*=p*/u®+v*/v°%. Thus we find that the
effective-medium prediction x° and the random variable
x of the exact analysis satisfy

limy%(1/y)=2 . 97)
p—0

X (95)

VIII. SCALING ANALYSIS

We conclude by discussing possible qualitative
behaviors for the scalar mean-square displacement

a*()=(1,1){R*(z)) (98)
for a two-path model with

0 0
Wi Wi

we=1| o, o |, E°= (99)
Wi Wi

u —v

For brevity, the A dependence of the components of these
matrices has been suppressed. If the components »; and
u, in the initial vector u add to unity, we have

z{[w?l +w(2)1 ][v°+ku1]+[w?2+w(2)2][y°+ku2]}

2 A)=
o) N[A+p0++0]

For modest disorder, we expect that W°(A) and E%X)
will have nonzero limits as A—0. In systems in which
paths or path transitions may be blocked at some sites,
experience in the single case [13] suggests that at the ap-
propriate percolation threshold, Wo(A)=<A® (0<a<1),
while if the entries in the effective exchange matrix E(z)
do not change sign, we may have E%(A) « ATB0<B<1),
corresponding to E(z) <571, In any event, so long as
w10 /(u®+40) and +°/(u®++°) converge to finite limits (a
and b, say) as A—0, we find that to leading order,

az(k)~fz~{[w?1 +w9 16 +{w? +wla} . (101)

Since wj} < A% this corresponds to o2(¢)~¢!"®. Past ex-
perience has shown in a variety of contexts that EMA’s
perform well in noncritical or nonfractal systems. For
pure exchange disorder, the medium cannot have
effectively fractal structure and Egs. (100) and (101)
should be good approximations, independent of the di-
mension of the system.

However, a more interesting case arises if transport in
one family is much faster than in the other(s). For exam-
ple, transport in the fracture network of a reservoir is
much faster than that in the pores, or diffusion in the ma-

(100)

cropores of a catalyst is much faster than that in the mi-
cropores. In reservoir rocks it is often true [1,3,21] that
the fracture network has a fractal structure. Moreover,
at the largest length scales (of order of a kilometer or
more) the fracture network is found [21] to have the
structure of the sample-spanning percolation cluster at
the percolation threshold, while the pore network is well
connected. In this case, not all entries of W(A) behave
as A% and one may expect a variety of interesting results
to emerge. In particular, the system can behave quite
differently on various time scales which would depend on
how the transport process is partitioned between the two
networks and whether these networks are macroscopical-
ly connected. We hope to be able to report the results of
a numerical simulation of this problem in the near future.
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APPENDIX

The scalar lattice Green’s functions g(a) needed for
the present calculations may be found in various disguises
throughout the literature. For treatment compatible
with our notation, and in particular with our definition
(21), we refer the reader to an earlier paper [13], in which
we discuss Green’s functions for standard lattices and
give some asymptotic forms as @ —0. In particular in

one dimension, we have
gla)=a Y 4+a)"12~1/(2a'?), (A1)

while in two dimensions, g (a) can be expressed in terms
of complete elliptic integrals and
g(a)~f7;ln(1/a), (A2)

with ¢ taking the values 1, 1/V/3, and V'3 for the square,
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triangular, and hexagonal lattices, respectively. In three
or higher dimensions g(a) has a finite limit as a —0. In
three dimensions g (0) is exactly known in terms of ellip-
tic integrals or equivalently in terms of products of I'
functions of rational arguments and takes the values

0.44822 (diamond) ,

0.25273 (simple cubic) ,
0.174 15
0.11206 (face-centered cubic) .

(body-centered cubic) ,

In general for dimensions three or higher,

g0)=z"Y(1—R)7!, (A3)
where R is the return probability for Pdlya’s random
walk on the lattice. For many lattices with d >3, g (0) is
numerically close to (but not identical to) the bond per-
colation threshold of the lattice [22].
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